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Chatbots and other human-imitating artificial intelligence (Al) applications are conquering an increasingly
important place in our lives. The breakthrough of ChatGPT also marked the breakthrough of Al to the public, even
if this technology has been around for decades. The possibilities raised by the latest Al developments are

fascinating, but the fact that something is possible does not yet make it desirable.

Given the ethical, legal and social implications of Al, the question of its desirability - especially as regards its form,
purpose, function, capabilities, requirements and safeguards - is becoming increasingly pressing. For example,
we know that chatbots, like other Al systems, can contain biases and generate discriminatory output. They may
also "hallucinate" or make a statement with great certainty that is completely disconnected from reality, as well
as produce hateful, misinformation-based, or other problematic language. Their opaque operation and

unpredictable evolution exacerbate this problem.

But one of the main risks associated with human-imitating Al was reflected in the recent chatbot-incited suicide in

Belgium: the risk of manipulation. While this tragedy illustrates one of the most extreme consequences of this

risk, emotional manipulation can also manifest itself in more subtle forms. As soon as people get the feeling that
they interact with a subjective entity, they build a bond with this "interlocutor" - even unconsciously - that
exposes them to this risk and can undermine their autonomy. This is hence not an isolated incident. Other users

of text-generating Al also described its manipulative effects.
No understanding, nevertheless misleading

Companies that provide such systems easily hide behind the fact that they don’t know which texts their systems
generate, and instead will point to their many advantages. Problematic consequences are dismissed as an

anomaly that will soon improve, given that the technology is still evolving. Teething problems, which will be



solved with a few quick technical fixes.

After an American journalist reported last month how he had tested Microsoft's Bing Al Bot and was presented
with the same text pattern as the Belgian victim (from love declarations to exhortations to leave his wife),
Microsoft took some measures, like limiting the number of chats that could be exchanged. But similar bots exist
on numerous websites, without any restrictions, and even Microsoft already started loosening these restrictions.
In addition, numerous apps are also specifically aimed at providing chatbots with a 'personality’, which further

increases the risk of emotional manipulation.

Most users realize rationally that the bot they are chatting with is not a person and has no real understanding, but
that it is merely an algorithm that predicts the most plausible combination of words based on sophisticated data
analysis. It is, however, in our human nature to react emotionally to realistic interactions, even without wanting it.
This also means that merely obliging companies to clearly indicate that “this is an Al system and not a human

being” is not a sufficient solution.
Everyone is vulnerable

Some individuals, because of their age or mental state, are more susceptible than others to the effects associated
with such realistic systems, and to their manipulative risks. For instance, the fact that children can easily interact
with chatbots that first gain their trust and then not only spew hateful, conspiracy-oriented or pornographic

language, but also encourage suicide, is alarming to many.

Others particularly susceptible are those without a strong social network, or those who are lonely or depressed -
precisely the category which, according to the creators of the chatbots, can get the most 'use' from such systems.

The fact that there is a loneliness pandemic, and that timely psychological help is lacking almost everywhere,

only contributes to this issue. Yet it is important to underline that everyone can be susceptible to the effects of
such realistic systems. After all, the emotional response they elicit happens automatically, even without us

realizing it.

“Human beings, too, can generate problematic text, so what is the problem”, is a frequently heard response. But
Al systems function on a much larger scale, so the damage they can cause is far greater too. And if it had been a
human being communicating with the Belgian victim, we would have classified this as incitement to suicide and

failure to help a person in need - offenses punishable by imprisonment.
“Move fast and break things”

How come these Al systems are available without any restrictions or required specifications? The call for
regulation is often silenced by the fear that “regulation should certainly not stand in the way of innovation”. The
Silicon Valley motto “move fast and break things” - meaning fast, experimental and disruptive innovation -
reflects the idea that we should let Al inventors do their thing, for we have no idea yet of the marvelous benefits

the technology can offer us.



The problem, however, is that the technology is capable of also literally breaking things - including human lives.
This requires a more responsible approach, and a better balance between the precautionary principle and the
innovation principle. Compare this with other technological developments. If a pharmaceutical company wants
to market a new drug against disease X, it cannot simply claim that it does not know what the effect will be, but
that it is certainly innovative and groundbreaking. The developer of a new car will also have to test the product
extensively for all kinds of incidents and demonstrate that it is safe before the car can be marketed. Is it so far-

fetched to expect the same from Al developers?

As entertaining as chatbots can be, they are more than just a toy, but can have very real consequences for the
people who use them. The least we can expect from their developers is that they take up their responsibility, and
only make these systems available when there are sufficient safeguards against harm. The creators and providers
of chatbots should therefore not evade their moral and legal responsibility by stating that they have no idea how

their system works and how it will react.
New rules: too little, too late

The European Union is currently working on new legislation that will impose stronger rules on “high-risk” Al

systems and stricter liability on their suppliers, the so-called Al Act. However, the original proposal does not
classify chatbots and generative Al systems as “high risk”, and their providers must only inform users that it is a
chatbot and not a human being. A prohibition on manipulation was included, but only insofar as the

manipulation leads to 'physical or mental harm', which is by no means easy to prove.

We can only hope that both member states and parliamentarians will strengthen the Al Act’s text during the
ongoing negotiations and provide better protection against Al’s risks. A strong legislative framework will not stand
in the way of innovation, but can actually encourage Al developers to innovate within a framework of values that
we cherish in democratic societies. We can, however, not wait for the Al Act, which in the best case scenario will
only come into effect in 2025. Given the great speed with which new systems are introduced, this legislative

initiative already risks being too little, too late.

What now?

We therefore call to urgently set up awareness campaigns that better inform people of the risks associated with Al
systems, and that encourages Al developers to take their responsibility. A shift in mindset is needed to ensure the
risks of Al are first identified, tested and tackled, before the latest application is made available. Education has an
important role to play here, at all levels. Yet there is also an urgent need to invest more into research on Al’s
impact on fundamental rights, including the right to physical and moral integrity. Finally, we call for a wider

public debate about the role we wish to give Al in society, not only in the short term but also in the longer term.

Let us be clear: we too are fascinated by the capabilities Al systems bring. But that does not prevent us from also
wanting to ensure that these systems are human rights-compliant. The responsibility for this lies not only with Al

developers and providers, but also with our governments at national, European and international level. They



should adopt a protective legal framework with strong safeguards and prior verifications as soon as possible. This
also requires expert (consultation) bodies that anticipate the risks in a multidisciplinary and multistakeholder

manner.

In the meantime, we ask that all necessary measures be taken - through data protection law, consumer law, and if
need be the imposition of targeted moratoria - to prevent the tragic case of our compatriot from repeating itself.

Let this be a wake-up call to us all. The Al playtime is over: it's time to draw lessons and take responsibility.
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